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ABSTRACT 

Segmentation is an important preprocessing step that directly affects the success in image processing applications. 

There are many methods and approaches used for the segmentation process. Thresholding is a frequently used 

approach among these methods. There are several suggested approaches to thresholding. In this study, six different 

thresholding approaches were used as the fitness functions using the moth flame algorithm and the results obtained 

from these approaches were compared. In experimental studies, seven different threshold levels of 10 different 

images were studied. In comparisons made with three different metrics, it was seen that the Otsu method was 

generally more successful. It has also been observed that the minimum cross entropy and Renyi entropies can be used 

as alternatives. 

Keywords: Kapur, moth flame optimization, Otsu, segmentation, thresholding 

 

ÖZET 

Segmentasyon görüntü işleme uygulamalarında başarıyı doğrudan etkileyen önemli bir ön işlem adımıdır. 

Segmentasyon süreci için kullanılan birçok yöntem ve yaklaşım mevcuttur. Eşikleme bu yöntemler içerisinde sıklıkla 

kullanılan bir yaklaşımdır. Eşikleme için önerilen birçok yaklaşım bulunmaktadır. Bu çalışmada moth flame 

algoritması kullanılarak altı farklı eşikleme yaklaşımı uygunluk fonksiyonu olarak kullanılmış ve bu yaklaşımlardan 

elde edilen sonuçlar karşılaştırılmıştır. Deneysel çalışmalarda 10 farklı görüntünün yedi farklı eşik seviyesi üzerinde 

çalışılmıştır. Üç farklı metrik ile yapılan kıyaslamalarda Otsu metodunun genel olarak daha başarılı olduğu 

görülmüştür. Ayrıca minimum cross entropy ve Renyi entropilerinin de alternatif olarak kullanılabileceği 

gözlemlenmiştir.  

Anahtar Kelimeler: Kapur, güve alev optimizasyonu, Otsu, segmentasyon, eşikleme 
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INTRODUCTION 

Segmentation is a very important and difficult step for image processing applications. A successful segmentation or 

an unsuccessful segmentation result directly affects the success of the image processing application. Therefore, this 

step needs to be handled and performed carefully. The segmentation process is applied to make the image more 

understandable for the next stages and to prepare it for further processing. The main purpose at this stage is to group 

the pixels in the image according to their similarities and to ensure that the image is represented with fewer pixel 

groups. After this stage, it is easier to separate the objects in the image from the background. Because segmentation 

is such a difficult and important process, researchers have developed and proposed different approaches. Clustering-

based (Karakoyun et al., 2017b), edge-based (Priyadharsini & Sharmila, 2019), region-based (Yupeng Li et al., 2020), 

thresholding-based (Selçuk et al., 2017) etc. are the most known approaches that used for image segmentation. When 

compared with the others, thresholding methods are widely used because of its simplify and practical applicability 

(Cai et al., 2022; Karakoyun et al., 2017a; Karakoyun et al., 2021). 

 

The aim of the thresholding methods is to separate the images into similar pixel regions with the selected threshold 

values. The histogram of the image plays an important role when the threshold values are selected. The number of 

thresholds is a value used to categorize thresholding methods. According to the number of threshold values, these 

methods categorized as bi-level and multi-level thresholding. In bi-level thresholding, there is only one threshold 

value that separate the image into two classes. The pixels under the threshold value are assigned as 0 (black) and the 

pixels greater than threshold value are assigned as 1 (white). So that a binary image is generated when bi-level 

thresholding is applied to the image. On the other hand, more than one threshold value is needed when multi-level 

thresholding is used. Although thresholding approach is effective and simple, there is a complex problem with the 

selection of the threshold value(s). Especially when the number of thresholds is high, this complexity raises more 

(Abdel-Basset et al., 2022; Chen et al., 2022; Houssein et al., 2022; Karakoyun et al., 2021). To handle and solve this 

problem, many methods like Otsu (Otsu, 1979), Kapur (Kapur et al., 1985), Tsallis (De Albuquerque et al., 2004), 

Renyi (Sahoo et al., 1997) etc.  have been proposed for the image thresholding. These approaches generally work 

based on variance or entropy and measure the quality of selected threshold values. Since the thresholding problem is 

a combinatorial problem, its complexity is quite high. It is therefore very difficult to consider all combinations 

individually for threshold values within an acceptable time limit. It is almost impossible, especially in cases where 

the number of thresholds is high. In the course of time, metaheuristic algorithms have started to be used in order to 

get rid of this time complexity and to obtain sensible solutions within an acceptable time. Metaheuristic algorithms 

use thresholding methods as fitness functions and try to optimize these functions to determine the best threshold 

values. When we look at the literature, it is seen that there are many studies that have been put forward with this 

approach. It is almost impossible in terms of time and effort to consider and examine all of these studies. For this 

reason, some of these studies were analyzed within the scope of related works. 

 

Ryalat et al. (Ryalat et al., 2022) used Harris hawks optimization (HHO) algorithm to segment chest images of covid-

19 patients. They used the Otsu thresholding method as a fitness function. The performance of the HHO algorithm 

was compared with the Otsu method with three metrics to calculate the quality of the segmented images. On the other 

hand, comparison was made in terms of time and it was stated that the HHO algorithm was in advance in terms of 

speed. Günay and Taze (Günay & Taze, 2022) performed segmentation for the detection of cytoplasm in multiple 

myeloma plasma cells. They used the Otsu method as the thresholding method. They stated that the deep learning 

supported U-net network approach they used generally achieved satisfactory results. Zhao et al. (Zhao et al., 2021) 

proposed a diffusion association slime mould algorithm (DASMA) for multi-level image thresholding. The suggested 

algorithm was applied on the images taken from Berkeley dataset and CT images by using Renyi’s entropy as a 

fitness function. They compared the performance of the DASMA with the performance of the several algorithms. 

They declared that the proposed algorithm has successful results on image segmentation process. Xing and He (Xing 

& He, 2021) used marine predators algorithm (MPA) on segmentation of the infrared images. The authors handled 

the segmentation as a multi-objective problem by using 9D Kapur as a fitness function. The aim of the work is to 

detect the fault regions in the infrared images of the power systems by using a boost MPA (BMPA). The performance 

of the proposed BMPA was compared with the performances of the other multi-objective algorithms. It has been 

stated that the BMPA is successful to diagnosis the faults in images and has better performance than the compared 

algorithms. Ma and Yue (Ma & Yue, 2022) improved a method based on the whale optimization algorithm (WOA) 

to solve the multi-level thresholding problem. They applied their method which is named as RAV-WOA on a set of 

benchmark images (include gray and color samples) by using Otsu’s between class variance as an objective function. 

The performance comparison was made between the proposed method and several metaheuristic algorithms with the 
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PSNR and MSSIM metrics. They stated that the RAV-WOA method has better results than the other algorithms. 

Huang et al. (Huang et al., 2021) applied fruitfly optimization algorithm (FOA) for a thresholding segmentation 

problem. They used three benchmark images as dataset and Otsu’s method as an objective function. They compared 

the performance of their algorithm with the classical Otsu’s method. Fitness value and speed of the algorithms’ used 

as comparison metrics. They stated that their algorithm has equal fitness values but is faster than classical Otsu’s 

method. Kalyani et al. (Kalyani et al., 2020) used exchange market algorithm (EMA) with minimum cross entropy 

(MCE) for image segmentation. They applied EMA on optimization of benchmark functions and segmentation of 

brain images with different threshold levels. They specified that the EMA has better performance than compared 

algorithms on different metrics. Raj et al. (Raj et al., 2019) employed differential evolution (DE) algorithm with 

Tsallis-Fuzzy entropy method for an image segmentation problem. The performance of the Tsallis-Fuzzy approach 

was compared with the Shannon and Tsallis methods. Besides, a performance comparison of the DE with Tsallis-

Fuzzy was done with the performance of the different state-of-the-art algorithms. SSIM, PSNR, SNR and statistical 

tests were used as performance comparison metrics. They marked that the proposed algorithm has better results than 

the other algorithms. Koc et al. (Koc et al., 2018) applied GWO algorithm with the Otsu thresholding approach on 

six benchmark images for multilevel image thresholding problem. They applied the GWO algorithm with four (2, 3, 

4, 5) different threshold levels and compared the performance of the algorithm with five metaheuristic algorithms. 

According to the experimental results they stated that the GWO algorithm was generally more successful than the 

other algorithms. Naidu et al. (Naidu et al., 2018) selected Shannon entropy and firefly algorithm (FA) for a 

thresholding image segmentation problem. The FA applied on benchmark images and a performance comparison 

was done with three metaheuristic algorithms by using SSIM, PSNR, error rate and CPU time metrics. The 

experimental results of the study show that the performance of the FA is better than the performance of the other 

algorithms. Bhandari et al. (Bhandari et al., 2015b) proposed a variant of the cuckoo search (CS) algorithm for 

thresholding segmentation problem. In the study, Tsallis entropy was used as a fitness function and the proposed 

algorithm was applied on satellite and benchmark images. The performance of the proposed algorithm was compared 

with the performance of the several metaheuristic algorithms on different metrics. The authors stated that the 

proposed algorithm has better results than the other algorithms.  

 

In this study, it is aimed to measure the success of thresholding methods by using the recently proposed MFO 

algorithm. For this purpose, six thresholding approaches (Otsu, Kapur, Renyi, Tsallis, MCE, Shannon) were used on 

10 images with different features. The MFO algorithm was applied separately using each of these approaches as a 

fitness function. Seven different threshold levels were used for comprehensive analysis. In addition, three different 

comparison metrics (PSNR, SSIM, FSIM) were used to evaluate the results from different perspectives. The 

successful thresholding approach was determined by making a detailed analysis on the basis of threshold level and 

comparison metric. 

THRESHOLDING PROBLEM 

Thresholding is a very popular and simple method for an image segmentation problem. The thresholding method is 

generally applied on the grayscale images by using their histogram. If the threshold number is used as categorization 

criteria, thresholding transaction can be classified into two sections: bi-level and multi-level thresholding. In bi-level 

thresholding, only one threshold value divides the image into two classes. As a result of the bi-level image 

thresholding, the gray scale image is converted to a binary image that includes only 0 and 1 pixels. In gray scale 

image, the pixel values under threshold are marked as zero and others are assigned as one. On the other hand, in 

multi-level thresholding, the threshold number is greater than one. In this type of thresholding, an image that has 

multi classes is achieved as output image. Let’s think that I is the image that will divided into m (C1, C2… Cm) classes 

by using T (T1, T2… Tm-1) threshold values. Equation (1) shows the separation of the image into m classes by using 

m-1 threshold values (Bhandari et al., 2015a, 2015b; Ishak, 2017; Karakoyun et al., 2017a; Karakoyun et al., 2021). 

𝐶1 =  {𝑔(𝑥, 𝑦) ∈ 𝐼|0 ≤ 𝑔(𝑥, 𝑦) ≤ 𝑇1 − 1 }

(1) 

𝐶2 =  {𝑔(𝑥, 𝑦) ∈ 𝐼|𝑡1 ≤ 𝑔(𝑥, 𝑦) ≤ 𝑇2 − 1 }

…
 

𝐶i =  {𝑔(𝑥, 𝑦) ∈ 𝐼|𝑡i ≤ 𝑔(𝑥, 𝑦) ≤ 𝑇i+1 − 1 }

…
 

𝐶m =  {𝑔(𝑥, 𝑦) ∈ 𝐼|𝑇m−1 ≤ 𝑔(𝑥, 𝑦) ≤ 𝐿 }
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where L is the maximum pixel value of the gray scale image and generally is 256.  

MOTH FLAME OPTIMIZATION 

The MFO (Mirjalili, 2015) algorithm that is inspired by the nocturnal flight strategy of moths and proposed by 

Mirjalili. In the algorithm, moths have a specific flying mechanism which uses the moon light with a stable angle. 

The mechanism that they use for navigation is called as transverse orientation. This strategy provides an effective 

and comfort travelling in a long straight distance. But, the moths are affected from artificial lights and try to act 

similar with having an angle with this artificial light. The flying of the moths by keeping a constant angle between 

them and the light causes a spiral movement. In this case, it can be observed that the cross-direction strategy is only 

effective for distant lights such as moonlight. Figure 1 presents the spiral flying of the moths around the light 

(Karakoyun & Özkış, 2021; Yu Li et al., 2020; Mirjalili, 2015). 

 

 

Figure 1. Spiral Flying of Moths Around the Light 

 

Figure 1 clearly shows that the moths eventually close towards the light source. The MFO algorithm was 

mathematically modelled and developed by inspired the behavior of moths with the light source. Like other 

metaheuristic algorithms, the MFO is also a population based and iterative algorithm. The algorithm basically 

consists of moths and flames. While each moth in the population represents a possible solution, each variable that 

constitutes the position of the moth represents one dimension of the problem. Let’s think that N is the population size 

and D is the dimension of the problem then the population of the moths can be represented with a matrix as follow: 

𝑀 =  [

𝑚11 ⋯ 𝑚1𝐷

⋮ ⋱ ⋮
𝑚𝑁1 ⋯ 𝑚𝑁𝐷

] (2) 

 

here M represents the population of the moths. There is an array of the fitness values related with the positions. The 

array of the fitness values (OM) can be represented as follow: 

𝑂𝑀 =  [

𝑂𝑀1

𝑂𝑀2

⋮
𝑂𝑀𝑁

] (3) 

 

The moths in population use an updating process to improve their position. In updating process each moth uses a 

reference flame. It is expected to avoid the local optima and to make an effective search by feeding from different 

flames in position update phase. The position of the flames has the same size as the moths and the flames have an 
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array of fitness values. The position and fitness values of the flames are represented in Eq. (4) and Eq. (5), 

respectively. 

𝐹 =  [
𝑓11 ⋯ 𝑓1𝐷

⋮ ⋱ ⋮
𝑓𝑁1 ⋯ 𝑓𝑁𝐷

] (4) 

 

𝑂𝐹 =  [

𝑂𝐹1

𝑂𝐹2

⋮
𝑂𝐹𝑁

] (5) 

 

As mentioned above, the moths and flames are the same in terms of presentation and structure. The difference 

between them is the way they are treated within the population. The position of the moths is updated at each iteration, 

while the best positions ever found are selected as flames. The flames are selected at each iteration step from the best 

positions obtained in the previous iteration step. On the other hand, moths are assisted by a flame as a reference point 

during the position update process. Figure 2 shows the flame selection strategy of the MFO algorithm. 

 

 

Figure 2. Reference Flame Selection for Moths 

 

The mathematical model of the position update that inspired by Fig. 1 is given in Eq. (6).  

𝑀𝑖 =  𝐷𝑖 ∗ 𝑒𝑏𝑡 ∗ cos(2𝜋𝑡) +  𝐹𝑗  (6) 

 

𝐷𝑖 =  |𝐹𝑗 − 𝑀𝑖|  (7) 

 

Here Mi= (mi1,mi2,…,miD) and Fj= (fj1,fj2,…,fjD) are the positions of the ith moth and jth flame respectively, Di is the 

distance between ith moth and related jth flame and calculated by Eq. (7), t is a number generated randomly in [-1, 

1] and generated by using Eq. (8) and b is a constant value to determine the form of the logarithmic spiral. 

𝑡 = (𝑎 − 1) ∗ 𝑟𝑎𝑛𝑑 + 1   

𝑎 =  −1 + 𝑘 ∗ (−
1

𝐾
) 

(8) 

 

The current iteration number is k, and K is the maximum iteration number. 

In the mechanism of the algorithm, the number of the flames is decreased for each iteration by using Eq. (9) as follow: 
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𝑓𝑙𝑎𝑚𝑒_𝑛𝑢𝑚𝑏𝑒𝑟 =  𝑟𝑜𝑢𝑛𝑑 (𝑁 − 𝑘 ∗
𝑁−𝑘

𝐾
)  (9) 

 

where N is the maximum flame number that is equal to population size at the beginning of the algorithm.  

The MFO algorithm has a similar processing mechanism as other metaheuristic algorithms. The parameters of the 

algorithm must be set in first step.  Then a random population is generated within the boundary of the solution space. 

For each moth (position) in population, fitness values are calculated and the flames are assigned. The main loop of 

algorithm is started. In this loop, for each moth the position update procedure works, the number of the flames is 

updated and best position is saved for each iteration step. The loop continues until the termination criterion is met 

(Karakoyun & Özkış, 2021; Mirjalili, 2015; Shehab et al., 2020). Figure 3 shows the main steps of the MFO 

algorithm. 

 

 

Figure 3. The Main Steps of the MFO Algorithm 

 

EXPERIMENTAL STUDY 

In this section, firstly, the images handled for thresholding were presented. Then the thresholding methods were 

explained in a short view. Finally, experimental results were presented comparatively.  

Dataset Images 

In this paper, 10 well-known benchmark images which are mostly used for image segmentation in the literature were 

handled. The sizes of the images that are gray scale are different from each other; however, bit depth of all images is 

8. For this reason, the value that each pixel in the images can take is between 0-255. The benchmark images are 

presented in Table 1. 
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Table 1. The Images Used for Thresholding Segmentation 

Baboon (I1) Barbara (I2) Boats (I3) Bridge (I4) Camera (I5) 

     

Columbia (I6) Couple (I7) Lena (I8) Milkdrop (I9) Peppers (I10) 

     

 

Thresholding Methods 

The thresholding is a simple and successful approach for image segmentation. There are many methods used in 

thresholding segmentation. These methods are used to measure how appropriate the chosen threshold value (or 

values) is. In this study, the selected algorithm was tested using the thresholding methods given below. 

Otsu’s Method 

Otsu’s (Otsu, 1979) method is a popular and useful approach for thresholding. This approach is used to calculate the 

variance within the pixel classes separated by the threshold values (Karakoyun et al., 2017a; Satapathy et al., 2018). 

The main purpose of the algorithms is to determine the threshold values that minimize the total variance within the 

class by using Otsu's within class variance which is presented in Eq. (10). 

𝜎𝑤
2 =  ∑ 𝑤𝑗 𝜎𝑗

2

𝑚

𝑗=1

 (10) 

 

Here wj and 𝜎𝑗
2 are the gray level distribution and the variance of the jth class, respectively.  

𝑤𝑗 =  ∑ 𝑃𝑖

𝑇𝑗

𝑖=𝑇𝑗−1+1

 (11) 

𝜎𝑗
2 =  ∑ (𝑖 − 𝑢𝑗)2  𝑃𝑖 𝑤𝑗⁄

𝑇𝑗

𝑖=𝑇𝑗−1+1

 (12) 

𝑃𝑖 =  
𝑛𝑖

𝑁
 (13) 

𝑢𝑗 =  ∑ 𝑖 ∗ 𝑃𝑖 𝑤𝑗⁄

𝑇𝑗

𝑖=𝑇𝑗−1+1

 (14) 

 

Pi is the probability of the ith gray level and uj is the mean value of the jth class. ni is the number of pixels at ith gray 

level and N is number of the all pixels in image. 
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Kapur Entropy 

Kapur entropy is another famous and simple method for thresholding.  This approach works based on the entropy. 

The main purpose is to maximize the entropy of the separated regions by the threshold values. Assume that I is a 

grayscale image with N number of pixels and L (0<L<255) gray level. The number of the pixels at ith gray level is ni 

and the probability of ith pixels in the image is pi = ni / N. Kapur method purposes to maximize total entropy given 

in Eq. (15) (Kapur et al., 1985; Karakoyun et al., 2021; Tuba et al., 2017).  

𝑓(𝑇) =  ∑ 𝐻𝑖

𝑛

𝑖=0

 (15) 

 

The Hi entropies are calculated by the following equation: 

𝐻0 =  − ∑
𝑝𝑖

𝜔0

𝑇0−1

𝑖=0

 𝑙𝑛
𝑝𝑖

𝜔0

,   𝜔0 = ∑ 𝑝𝑖

𝑇0−1

𝑖=0



(16) 

𝐻1 =  − ∑
𝑝𝑖

𝜔1

𝑇1−1

𝑖=𝑇0

 𝑙𝑛
𝑝𝑖

𝜔1

,   𝜔1 = ∑ 𝑝𝑖

𝑇1−1

𝑖=𝑇0




 

𝐻𝑛 =  − ∑
𝑝𝑖

𝜔𝑛

𝐿−1

𝑖=𝑇𝑛−1

 𝑙𝑛
𝑝𝑖

𝜔𝑛

,   𝜔𝑛 = ∑ 𝑝𝑖

𝐿−1

𝑖=𝑇𝑛−1

 

 

Except the most commonly used Otsu and Kapur methods, other approaches used are Renyi (Sahoo et al., 1997), 

Tsallis (De Albuquerque et al., 2004), Minimum Cross Entropy (MCE) (Pal, 1996) and Shannon (Naidu et al., 2018; 

Shannon, 1948) approaches. Among these approaches, only the Otsu method is variance-based, while the rest are 

entropy-based. More details of other approaches can be found in reference studies. 

Experimental Results 

In the experiments, 10 benchmark images presented in Table 1 were used for the segmentation. MFO algorithm was 

applied on images by using six different thresholding methods as the objective function. For each method, algorithm 

was applied 20 times and average results of 20 runs were presented in result tables with three metrics. In this section, 

first, comparison metrics were introduced and then the experimental results were presented.  

Comparison Metrics 

In this study, to measure the quality of the segmented images three comparison metrics were used: Peak signal-to-

noise ratio (PSNR), structural similarity index measure (SSIM) and featured similarity index measure (FSIM).  

PSNR is the most famous metric to measure the quality of the segmentation process. It is used to calculate the rate 

between the maximum possible signal power and the power of the deflecting noise that affects the quality of its 

representation. Because of the signals having a very wide dynamic range the PSNR is usually calculated as the 

logarithm term of decibel scale. PSNR value depends on the mean squared error (MSE) between the original (or if 

there is ground truth image) and segmented image. So, a higher PSNR value is wanted and a smaller value means a 

bad segmentation result (Hore & Ziou, 2010; Sara et al., 2019). Equation (17) shows the PSNR value between f-grey 

scale image and g-segmented image.  

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10(𝐾2/𝑀𝑆𝐸(𝑓, 𝑔)) (17) 

𝑀𝑆𝐸(𝑓, 𝑔) =  
1

𝑚𝑛
∑ ∑(𝑓𝑖𝑗 −  𝑔𝑖𝑗)2

𝑛

𝑗=1

𝑚

𝑖=1

 (18) 
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Here mxn is the size of the both f and g images, K is the maximum pixel value of the images and is 255 (since bit 

depth of image is 8).  

SSIM is another popular metric to calculate the similarity between the source and destination image. The SSIM is 

evaluated by using three main elements named luminance, contrast and structure. The SSIM takes a value between 0 

and 1 according to the similarity between images. A higher value for the metric is wanted that means a better quality 

of segmentation. The mathematical model of the SSIM can be expressed as follow (Brooks et al., 2008; Hore & Ziou, 

2010; Sara et al., 2019; Wang et al., 2004): 

𝑆𝑆𝐼𝑀(𝑓, 𝑔) = [𝑙(𝑓, 𝑔)]𝛼 ∗  [𝑐(𝑓, 𝑔)]𝛽 ∗  [𝑠(𝑓, 𝑔)]𝛾 (19) 

 

where l is the luminance that compares brightness between f and g images, c is the contrast that compares the 

difference between the brightest and darkest areas of the f and g images, s is the structure compares the luminance 

pattern of the f and g images, and α, β and γ are the constants numbers that have positive values. The luminance, 

contrast and structure between f and g images can be calculated by using Eq. (20). 

𝑙(𝑓, 𝑔) =
2 𝜇𝑓𝜇𝑔 + 𝐶1

𝜇𝑓
2 + 𝜇𝑔

2 + 𝐶1



(20) 𝑐(𝑓, 𝑔) =
2 𝜎𝑓𝜎𝑔 + 𝐶2

𝜎𝑓
2 + 𝜎𝑔

2 + 𝐶2

 

𝑠(𝑓, 𝑔) =
 𝜎𝑓𝑔 + 𝐶3

𝜎𝑓𝜎𝑔 + 𝐶3

 

 

Here µf and µg are the mean of images, σf and σg are standard deviation of the images, and σfg is the cross covariance 

of the f and g images. 

FSIM is a popular metric that calculate the similarity between two images by mapping the features. The metric needs 

phase congruency (PC) and gradient magnitude (GM) of the images. PC points on the features of the image in the 

domain frequency and it is invariant to contrast. On the other hand, convolution masks are used to calculate the GM 

value of an image. For f and g images, PCf and PCg are the phase congruency maps, respectively and Gf and Gg are 

the magnitude gradient maps, respectively (Sara et al., 2019; Zhang et al., 2011). Then FSIM value between two 

images can be calculated by using Eq. (21). 

𝐹𝑆𝐼𝑀(𝑓, 𝑔) = [𝑆𝑃𝐶(𝑓, 𝑔)]𝛼 ∗  [𝑆𝐺(𝑓, 𝑔)]𝛽 (21) 

𝑆𝑃𝐶(𝑓, 𝑔) =
2 𝑃𝐶𝑓𝑃𝐶𝑔 + 𝑇1

𝑃𝐶𝑓
2 + 𝑃𝐶𝑔

2 + 𝑇1

 (22) 

𝑆𝐺(𝑓, 𝑔) =
2 𝐺𝑓𝐺𝑔 + 𝑇2

𝐺𝑓
2 + 𝐺𝑔

2 + 𝑇2

 (23) 

 

α and β are used to set the correlative importance of GM and PC features and used as α = β = 1 based on the referenced 

work. T1 and T2 are positive constant values and used as 0.85 and 160 based on the referenced work. As a result, 

FSIM takes a value between 0 and 1. A higher value is wanted for a better segmentation result.  

PSNR Results 

PSNR is a metric that calculates the quality of the segmented image and a higher value is wanted for this metric. 

Table 2 shows the PSNR metric-based results of six threholding methods. The MFO algorithm was applied on 10 

images with seven threshold levels (2, 4, 6, 8, 10, 12, 15). In this case, a total of 70 cases emerged in the experimental 

studies. In these 70 cases, Otsu method had 68 best average results and MCE had 2 best average results. In addition 

to the numerical best cases, when the results are examined in detail, it can be said that the MCE and Renyi methods 
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are the most successful approaches after the Otsu method. However, Shannon entropy can be considered as the most 

unsuccessful approach according to PSNR metric-based results. On the other hand, Tsallis and Kapur took their place 

in the results of this metric with an average success. 

 

Table 2. PSNR Metric-based Results of the Methods 

Method #TH I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

Otsu 

2 25.62 22.33 24.67 21.47 24.40 23.51 22.80 24.27 22.27 22.45 

4 29.57 26.61 28.45 25.74 27.88 27.84 26.66 29.38 26.83 26.79 

6 32.13 29.16 31.13 28.59 30.73 30.71 29.61 32.28 30.15 29.73 

8 34.02 31.29 33.32 30.69 33.08 32.86 31.74 33.98 32.05 31.89 

10 35.59 32.83 35.11 32.16 34.69 34.62 33.38 35.50 33.81 33.40 

12 36.72 34.19 36.37 33.69 35.89 35.69 34.71 36.64 35.04 34.79 

15 38.38 35.93 37.79 35.41 37.37 37.43 36.26 38.13 36.57 36.45 

Kapur 

2 21.34 21.37 20.80 21.28 18.18 22.74 21.61 21.06 21.59 22.18 

4 26.38 26.35 24.71 25.38 26.93 24.85 25.41 24.59 24.98 25.06 

6 28.11 28.56 28.87 27.67 28.22 28.44 27.33 28.66 28.04 27.70 

8 30.14 30.12 30.83 29.34 30.78 30.22 29.79 30.61 30.25 30.32 

10 31.49 31.54 32.13 29.94 32.41 31.52 31.55 31.97 31.56 32.17 

12 32.93 32.99 33.41 30.69 33.74 33.00 32.86 33.08 32.91 33.36 

15 34.69 34.61 34.87 30.85 35.49 34.89 34.20 34.85 34.48 34.89 

Renyi 

2 25.50 22.06 24.48 21.42 23.18 23.39 22.69 24.24 22.07 21.83 

4 29.21 26.40 28.18 25.72 27.38 27.68 26.46 29.05 26.72 26.51 

6 31.85 28.98 31.04 28.44 30.60 30.58 29.35 31.77 29.79 29.57 

8 33.80 31.05 33.23 30.43 32.85 32.75 31.53 33.58 31.81 31.69 

10 35.43 32.73 34.93 32.15 34.35 34.20 33.09 35.15 33.58 33.29 

12 36.58 34.11 36.14 33.59 35.56 35.59 34.39 36.54 34.90 34.62 

15 37.96 35.78 37.69 35.27 37.04 36.60 35.79 37.86 36.44 36.31 

Tsallis 

2 22.16 20.39 21.03 19.50 16.78 20.80 19.92 21.90 18.71 19.62 

4 26.17 23.42 24.75 21.49 22.36 24.26 23.07 25.59 23.32 23.96 

6 27.08 25.60 21.17 15.68 25.55 26.23 22.06 27.81 24.76 22.12 

8 28.07 24.86 19.63 13.94 26.84 27.67 18.42 27.72 26.41 16.78 

10 29.00 23.32 18.38 13.71 27.82 28.68 16.48 29.49 27.79 16.07 

12 29.89 24.13 17.21 13.47 27.82 29.36 16.47 28.78 28.10 17.07 

15 30.22 20.35 18.89 13.51 30.35 29.80 15.86 30.15 29.76 19.27 

MCE 

2 25.49 22.08 24.01 21.07 23.79 23.04 22.46 24.13 21.98 22.08 

4 29.42 25.89 27.67 24.89 27.41 27.49 26.20 29.28 26.32 26.51 

6 31.94 28.68 30.26 27.91 29.95 30.44 29.23 32.00 29.51 28.98 

8 33.81 30.78 32.79 29.53 32.24 32.58 31.06 33.81 31.88 31.10 

10 35.32 32.43 34.50 31.47 34.09 34.26 32.96 35.45 33.51 32.99 

12 36.78 33.86 35.83 32.94 35.33 35.63 34.25 36.67 34.84 34.20 

15 38.15 35.44 37.51 34.90 36.95 37.30 35.94 38.05 36.45 35.97 

Shannon 

2 23.97 18.72 21.18 13.41 14.09 20.01 18.92 16.70 16.57 16.43 

4 24.38 18.77 22.78 13.46 20.74 19.60 18.92 16.66 16.50 17.92 

6 24.06 18.99 23.38 13.52 23.76 19.21 18.98 16.77 16.54 17.97 

8 24.22 19.18 23.20 13.53 25.03 19.13 19.03 17.46 16.56 19.69 

10 24.38 19.28 23.79 13.54 26.59 18.93 19.07 17.42 16.56 19.95 

12 24.73 19.11 24.00 13.54 26.34 18.88 19.08 18.69 16.63 20.35 

15 24.74 19.81 24.34 13.58 27.37 18.78 19.06 18.35 19.36 20.61 

 

SSIM Results 

This metric measures the quality of the segmented images based-on structural properties. A value between 0 and 1 is 

generated as a result of this metric and a higher value is wanted for a better segmentation result. As mentioned above, 

there are 70 cases of experiments that needed to be handled. Table 3 shows the average results of the methods based-

on SSIM metric. According to these results, The Otsu method showed the best average results in 61 of the 70 cases, 

showing that it was the most successful approach in this metric as well. The success of the Otsu method was followed 

by MCE, which was successful in 44 of the 70 cases. The Renyi method, which achieved the best success average of 
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19, came in third place. When the results in Table 3 is examined in general, it is seen that Kapur and Tsallis 

approaches have achieved an average success, as in the PSNR metric. Shannon's entropy is also behind in this metric 

in terms of average success. 

 

Table 3. SSIM Metric-based Results of the Methods 

Method #TH I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

Otsu 

2 0.77 0.71 0.77 0.64 0.80 0.77 0.66 0.73 0.72 0.67 

4 0.87 0.80 0.84 0.79 0.85 0.83 0.76 0.81 0.76 0.73 

6 0.92 0.84 0.88 0.86 0.89 0.87 0.84 0.86 0.81 0.79 

8 0.94 0.87 0.90 0.90 0.91 0.90 0.87 0.88 0.84 0.83 

10 0.96 0.90 0.92 0.92 0.93 0.92 0.90 0.90 0.87 0.86 

12 0.97 0.91 0.94 0.94 0.94 0.93 0.92 0.92 0.89 0.89 

15 0.98 0.94 0.95 0.96 0.95 0.95 0.94 0.94 0.91 0.92 

Kapur 

2 0.62 0.68 0.68 0.62 0.68 0.75 0.62 0.70 0.72 0.65 

4 0.79 0.79 0.78 0.77 0.85 0.79 0.73 0.74 0.75 0.70 

6 0.83 0.83 0.85 0.83 0.87 0.84 0.77 0.80 0.77 0.75 

8 0.88 0.86 0.87 0.87 0.89 0.87 0.83 0.83 0.80 0.80 

10 0.90 0.88 0.89 0.88 0.90 0.88 0.86 0.85 0.82 0.83 

12 0.92 0.90 0.90 0.90 0.91 0.90 0.89 0.86 0.85 0.86 

15 0.94 0.92 0.92 0.90 0.93 0.92 0.91 0.89 0.87 0.89 

Renyi 

2 0.77 0.69 0.76 0.63 0.73 0.77 0.65 0.73 0.70 0.63 

4 0.86 0.79 0.82 0.79 0.84 0.83 0.75 0.80 0.76 0.71 

6 0.91 0.83 0.87 0.86 0.89 0.87 0.82 0.85 0.79 0.78 

8 0.94 0.87 0.90 0.89 0.91 0.90 0.86 0.87 0.83 0.82 

10 0.95 0.89 0.92 0.92 0.92 0.91 0.89 0.89 0.86 0.86 

12 0.96 0.91 0.93 0.94 0.93 0.93 0.91 0.91 0.88 0.88 

15 0.97 0.93 0.95 0.96 0.94 0.94 0.93 0.93 0.90 0.91 

Tsallis 

2 0.64 0.65 0.69 0.53 0.63 0.70 0.56 0.71 0.68 0.62 

4 0.78 0.73 0.78 0.62 0.77 0.77 0.67 0.76 0.73 0.69 

6 0.81 0.77 0.68 0.33 0.82 0.80 0.62 0.79 0.74 0.66 

8 0.83 0.74 0.63 0.24 0.85 0.83 0.50 0.80 0.76 0.57 

10 0.85 0.68 0.60 0.23 0.85 0.85 0.43 0.82 0.78 0.55 

12 0.87 0.71 0.58 0.22 0.86 0.86 0.43 0.81 0.78 0.57 

15 0.88 0.60 0.62 0.22 0.89 0.86 0.41 0.83 0.81 0.61 

MCE 

2 0.77 0.71 0.77 0.64 0.82 0.76 0.65 0.76 0.73 0.68 

4 0.87 0.78 0.83 0.78 0.86 0.83 0.75 0.81 0.77 0.74 

6 0.91 0.83 0.87 0.85 0.89 0.88 0.83 0.86 0.82 0.78 

8 0.93 0.87 0.90 0.89 0.91 0.90 0.86 0.88 0.84 0.82 

10 0.95 0.89 0.92 0.92 0.92 0.92 0.90 0.90 0.87 0.85 

12 0.96 0.91 0.93 0.94 0.94 0.93 0.92 0.92 0.89 0.88 

15 0.97 0.93 0.95 0.96 0.95 0.95 0.94 0.94 0.91 0.91 

Shannon 

2 0.71 0.59 0.69 0.22 0.50 0.70 0.54 0.62 0.66 0.57 

4 0.73 0.60 0.73 0.22 0.69 0.68 0.54 0.62 0.66 0.60 

6 0.72 0.60 0.76 0.22 0.76 0.66 0.55 0.62 0.66 0.60 

8 0.73 0.62 0.75 0.23 0.79 0.65 0.55 0.64 0.67 0.63 

10 0.73 0.62 0.77 0.23 0.82 0.64 0.56 0.63 0.66 0.64 

12 0.75 0.62 0.77 0.23 0.82 0.63 0.56 0.66 0.68 0.65 

15 0.75 0.64 0.78 0.23 0.84 0.63 0.56 0.65 0.72 0.66 

 

FSIM Results 

FSIM is last metric used in this work and calculates the similarity between source and destination images. For 70 

cases, Otsu had 60 average best states, Renyi had 59 average best states and MCE had 42 average best states. On the 

other hand, Kapur entropy had 7 average best cases, where Tsallis and Shannon had no average best case in the 

experiments.  
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Table 4. FSIM Metric-based Results of the Methods 

Method #TH I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 

Otsu 

2 0.89 0.80 0.83 0.78 0.79 0.81 0.77 0.80 0.76 0.75 

4 0.95 0.89 0.91 0.89 0.86 0.89 0.89 0.89 0.84 0.85 

6 0.97 0.93 0.95 0.94 0.90 0.93 0.94 0.94 0.89 0.91 

8 0.98 0.95 0.97 0.96 0.93 0.96 0.96 0.96 0.92 0.95 

10 0.99 0.96 0.98 0.97 0.95 0.97 0.97 0.97 0.94 0.96 

12 0.99 0.98 0.98 0.98 0.96 0.98 0.98 0.98 0.96 0.98 

15 1.00 0.98 0.99 0.99 0.97 0.99 0.99 0.99 0.97 0.98 

Kapur 

2 0.76 0.78 0.71 0.77 0.70 0.78 0.73 0.72 0.76 0.74 

4 0.91 0.89 0.85 0.90 0.85 0.85 0.86 0.79 0.82 0.81 

6 0.94 0.92 0.92 0.94 0.88 0.91 0.91 0.88 0.87 0.88 

8 0.97 0.94 0.94 0.96 0.92 0.93 0.95 0.92 0.90 0.93 

10 0.98 0.95 0.96 0.96 0.93 0.95 0.97 0.94 0.92 0.95 

12 0.98 0.97 0.97 0.97 0.95 0.96 0.98 0.95 0.94 0.97 

15 0.99 0.98 0.98 0.97 0.96 0.98 0.98 0.97 0.96 0.98 

Renyi 

2 0.89 0.79 0.82 0.78 0.74 0.81 0.77 0.79 0.75 0.73 

4 0.96 0.89 0.91 0.90 0.85 0.89 0.88 0.89 0.84 0.85 

6 0.98 0.93 0.95 0.94 0.90 0.93 0.94 0.94 0.89 0.91 

8 0.99 0.95 0.97 0.96 0.93 0.96 0.96 0.96 0.92 0.95 

10 0.99 0.96 0.98 0.97 0.95 0.97 0.98 0.97 0.94 0.97 

12 0.99 0.98 0.98 0.98 0.96 0.98 0.98 0.98 0.96 0.98 

15 1.00 0.98 0.99 0.99 0.97 0.98 0.99 0.99 0.97 0.99 

Tsallis 

2 0.78 0.75 0.72 0.69 0.67 0.71 0.66 0.73 0.70 0.69 

4 0.90 0.82 0.84 0.76 0.77 0.82 0.80 0.81 0.79 0.79 

6 0.92 0.87 0.73 0.43 0.82 0.87 0.73 0.87 0.82 0.76 

8 0.94 0.84 0.68 0.33 0.86 0.90 0.57 0.86 0.85 0.63 

10 0.95 0.77 0.65 0.32 0.86 0.91 0.48 0.90 0.87 0.62 

12 0.96 0.80 0.61 0.30 0.87 0.92 0.49 0.89 0.87 0.64 

15 0.97 0.68 0.66 0.32 0.91 0.93 0.46 0.91 0.90 0.69 

MCE 

2 0.89 0.80 0.82 0.78 0.79 0.78 0.77 0.81 0.76 0.75 

4 0.95 0.88 0.90 0.88 0.87 0.88 0.88 0.88 0.84 0.85 

6 0.97 0.92 0.94 0.93 0.91 0.93 0.93 0.94 0.89 0.90 

8 0.98 0.95 0.96 0.95 0.93 0.95 0.96 0.96 0.92 0.93 

10 0.99 0.96 0.97 0.97 0.95 0.97 0.97 0.97 0.94 0.96 

12 0.99 0.97 0.98 0.98 0.96 0.98 0.98 0.98 0.96 0.97 

15 1.00 0.98 0.99 0.98 0.97 0.99 0.99 0.98 0.97 0.98 

Shannon 

2 0.84 0.69 0.73 0.28 0.58 0.69 0.62 0.61 0.70 0.62 

4 0.86 0.70 0.78 0.30 0.73 0.67 0.63 0.61 0.70 0.66 

6 0.85 0.71 0.80 0.32 0.78 0.65 0.63 0.61 0.70 0.65 

8 0.85 0.72 0.80 0.32 0.81 0.65 0.63 0.63 0.71 0.70 

10 0.86 0.73 0.81 0.33 0.84 0.65 0.64 0.63 0.70 0.71 

12 0.86 0.72 0.82 0.33 0.84 0.64 0.64 0.66 0.71 0.71 

15 0.86 0.74 0.83 0.34 0.86 0.64 0.64 0.65 0.75 0.72 

 

Looking at the results in general, the Otsu method seems to be clearly successful in the PSNR metric. In addition, 

the MCE approach with Otsu in the SSIM metric draws attention in terms of success. The FSIM metric-based results 

show that the Otsu and Renyi methods achieve almost the same success. It is seen that another approach that draws 

attention in terms of success in this metric is MCE. The success of different approaches in the results obtained with 

different metrics shows how effective the selected metric is in measuring the segmented image quality. For this 

reason, the metric should be chosen according to which features are desired to be in the foreground in the segmented 

image. Table 5 shows a general review about results for three metrics. The average best number of 70 cases and the 

success rank of the methods are presented in Table 5.  
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Table 5. Average Best Number and Rank Values for Methods 

  PSNR SSIM FSIM 

  #Best Rank #Best Rank #Best Rank 

Otsu 68 1 61 1 60 1 

Kapur 0 3 0 4 7 4 

Renyi 0 3 19 3 59 2 

Tsallis 0 3 0 4 0 5 

MCE 2 2 44 2 42 3 

Shannon 0 3 0 4 0 5 

 

DISCUSSION AND CONCLUSION 

In this study, the MFO algorithm has been applied on 10 benchmark images which have different properties. The 

algorithm has been applied for seven different threshold levels. Six different threshold methods (Otsu, Kapur, Renyi, 

Tsallis, MCE and Shannon) have been used as the objective function. The performance of the thresholding methods 

have been compared with three different metrics (PSNR, SSIM and FSIM). According to the experimental results, it 

has been observed that the Otsu method is far more successful than other approaches. Especially in PSNR metric, 

Otsu method was quite successful than other approaches, while MCE approach increased its success in SSIM metric, 

Renyi approach came to the forefront together with Otsu in FSIM metric. Experimental results have shown that the 

selected thresholding method is directly effective in success. In addition, comparison metrics also reveal the 

measurement of success from different angles by handling segmented images with different features. 

Considering the results, it is seen that the method used is quite effective in the segmentation process. In future studies, 

it can be investigated which thresholding approach is more suitable for which type of image by considering specific 

images. In addition, new approaches can be brought to the literature by being inspired by existing thresholding 

methods. 
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