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In risky pregnancy, various diseases such as heart, lung, kidney, high blood pressure, diabetes and liver 
that pregnant women have before may aggravate the expectant mother's condition during pregnancy. By 
analyzing medical parameters such as maternal age, heart rate, blood oxygen level, blood pressure, body 
temperature, and the values corresponding to these parameters, information on risk intensity can be 
estimated for some patients. It is possible to reduce such pregnancy-related complications by classifying 
risk factors early in symptoms. It is possible to benefit from machine learning methods in determining 
maternal risk health. Therefore, in this study, six different machine learning methods were used to 
determine maternal risk health. The results obtained in these methods were compared with each other and 
it was observed that the most successful method in estimating maternal risk health was Decision Tree. The 
accuracy value obtained in the Decision Tree method was 89.16%. The lowest accuracy rate among the 
methods used in the paper was obtained in the k-nearest neighbors (KNN) method with 68.47%. 

 

 

  

 

    

   

 

 

 

 

 

 

 

Introduction 
Maternal health is the physical, mental, and 

emotional well-being of the mother during pregnancy, 
childbirth, and all postpartum periods. Maternal 
morbidity and mortality rates during pregnancy are 
important health data, as they provide information on 
accessibility to maternal and other medical resources. 
Pregnancy complications such as hypertension, diabetes, 
bleeding, and premature birth are among the leading 
causes of maternal death. It is important to detect 
pregnancy-related risks before they cause premature 
birth or death and to provide treatment for them. Machine 
learning methods have an important place in determining 
maternal health risks [1, 2]. By analyzing the health data 
and risk factors of a pregnant woman with machine 
learning methods, the risk level can be monitored and 
estimated. In this way, the use of models based on 
machine learning is thought to be effective in reducing 
maternal mortality rates as a result of complications 
arising from changes in risk factors [3]. This study, it is 
aimed to use machine learning methods for the 
estimation of maternal health risk intensity level with the 
classification approach in the analysis of risk factors. 
During pregnancy, age, systolic and diastolic blood 
pressure (BP), body temperature (BodyTemp), pulse 
(heart rate), blood oxygen (BO), or breathing speed (BS) 
are among the risk factors that should be measured. In 
order to protect the health of the pregnant woman, taking 
these factors into account, timely identification of risks 
with machine learning algorithms can help reduce both 
maternal and infant mortality rates [4]. 

Pawar et al. [1] used machine learning methods in 
their study to determine the risk to maternal health. In 
this study, the researchers stated that machine learning 
methods can be used to determine maternal health risks. 
In addition, the researchers stated that the model they 
developed was more successful than traditional machine 
learning models. The accuracy value reached by the 
researchers in the developed model was 70.21%. 

Ahmed et al. [4] developed an IoT-based maternal 
health system to detect maternal health risk factors. As a 
result of comparing the machine learning algorithm 
among some groups in the classification of the risk level 
in the analysis of maternal health risk factors, they 
obtained 97% accuracy by using the modified decision 
tree algorithm. They implemented machine learning 
algorithms in both Weka and using Python. They 
collected maternal health risk factor data from hospitals 
and maternity clinics in Bangladesh and classified them 
into three categories as low, medium, and high-risk 
levels and classified a total of 1014 data. 

Ahmed et al. [5] used machine learning algorithms to 
discover the risk level in pregnancy based on risk factors 
in their research. They used the Pima-Indian diabetes 
dataset for risk factor analysis and comparison of some 
machine learning algorithms. They showed that the 
Logistic Model Tree (LMT) gives the highest accuracy 
when classifying and estimating the risk level. In 
addition, the data of a few selected pregnant women were 
collected via IoT-enabled devices, and the same process 
was applied to this dataset, as well as LMT. In the 
comparison results, they showed that the risk estimation 
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was the same for the current Pima-Indian diabetes dataset 
and the actual dataset. 

Umoren et al. [3] examined risk estimation models 
for maternal mortality and made risk estimations 
applicable by using the model based on the decision tree 
classification approach. With the decision tree approach, 
89.2% of 100% of clinical data samples were correctly 
classified and compared with the Support Vector 
Machine (SVM) model. In this analysis, they achieved 
an accuracy of 89.2% and 69.5%. 

Rai et al. [6] suggested a method of evaluating the 
parameters of increased maternal and infant mortality 
risk levels as a result of pregnancy complications, 
according to a questionnaire conducted with experts in 
the field. They selected 14 features from the data taken 
from 117 pregnant women and used the feed-forward 
feature of artificial neural network (ANN) and Naïve 
Bayes (NB) algorithms to estimate the risk level. The 
number of data in the training of each class was 
determined as 80% and 20% for the test. While they 
achieved 80% accuracy with ANN, they reached an 
accuracy rate of 70% with NB. In addition, the 
researchers increased the level of accuracy by using a 
hybrid algorithm. 

The rest of the article includes Materials and Method, 
Application Results, and Conclusion sections. 

Materials and Methods 
In this section, the machine learning methods and 

dataset used in the study to predict maternal risk health 
are examined. 

Classifiers 

In this study, which was conducted to determine 
maternal risk health, 6 different machine learning 
methods were used. In this study, the first method used 
for dataset analysis is the decision trees algorithm. 
Decision trees are a popular machine learning technique 
that has the ability to analyze datasets by generating a set 
of decision rules. These rules are organized in a tree-like 
model where each feature creates a decision node. The 
data travels through the tree and eventually ends up at a 
decision node. The decision tree model was applied to 
the training dataset and the parameters of the model were 
optimized by cross-validation method. The decision tree 
algorithm has advantages such as being able to work with 
categorical and continuous data, being easy to 
understand, and having fast computation times [7]. 

In this study, LightGBM (Light Gradient Boosting 
Machine) is another method used in the analysis of the 
dataset. LightGBM is an implementation of Gradient 
Boosting algorithms and has the advantage of being able 
to process large-scale datasets and offer faster training 
times. The LightGBM model was implemented on the 
training dataset and the hyperparameters of the model 
were optimized. The LightGBM algorithm provides low 

memory usage, high speed, and better accuracy, 
providing an effective classification method, especially 
for high-dimensional and large datasets [8]. 

Another method used in the paper is the CatBoost. 
CatBoost is one of the Gradient Boosting algorithms that 
can work with categorical and numerical features. 
CatBoost has advantages such as the automatic 
processing of categorical data and better accuracy. The 
CatBoost algorithm has the potential to offer faster 
training times and higher accuracy. Moreover, its ability 
to work directly with categorical data makes this 
algorithm an effective and suitable classification method 
in various application areas [9]. 

A stronger and more stable model is produced using 
the ensemble learning technique known as Random 
Forest, which integrates different decision trees. The 
Random Forest algorithm helps to improve the 
generalization ability by increasing the stability and 
accuracy of the model. The success of the algorithm can 
be measured by the accuracy provided in the 
classification process on the dataset. This makes Random 
Forest an effective and convenient classification method 
in various application areas [10]. 

Gradient Boosting Machines (GBM) is an ensemble 
learning technique based on decision trees. This 
technique involves combining a set of weak trees to form 
a stronger model. The GBM algorithm has the potential 
to offer high accuracy by increasing its generalization 
ability. The success of the algorithm can be measured by 
the accuracy obtained in the classification process on the 
dataset [11]. 

Another method used in the analysis of the dataset for 
the determination of maternal risk health is k-Nearest 
Neighbors (KNN). KNN is a simple and effective 
machine learning algorithm that works based on the 
distance between samples and determines the class of 
new samples by a majority vote of their nearest 
neighbors. The KNN algorithm draws attention, 
especially with its low computational cost and 
complexity, which provides an advantage in terms of 
understanding and implementation. The success of the 
algorithm can be measured by the accuracy it provides in 
the classification process of the dataset [12]. 

Dataset 

 The dataset used in the study to determine maternal 
risk health is a public dataset published on the internet 
[4, 13]. Researchers collected data from different places 
using IoT-based risk monitoring systems. The dataset 
consists of Age, SystolicBP, DiastolicBP, BS, and heart 
rate features. The last feature in the dataset is the label of 
the data. The dataset consists of three classes. These 
classes are "high risk", "middle risk" and "low risk". 10 
examples of the dataset are in Table 1. 
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Table 1. Examples from the dataset 

Age SystolicBP DiastolicBP BS Body Temp Heart Rate Risk Level 

25 130 80 15.00 98.0 86 high risk 

35 140 90 13.00 98.0 70 high risk 

29 90 70 8.00 100.0 80 high risk 

30 140 85 7.00 98.0 70 high risk 

35 120 60 6.10 98.0 76 low risk 

23 140 80 7.01 98.0 70 high risk 

23 130 70 7.01 98.0 78 mid risk 

35 85 60 11.00 102.0 86 high risk 

32 120 90 6.90 98.0 70 mid risk 

42 130 80 18.00 98.0 70 high risk 

 

Age: Age of the pregnant woman, 

SystolicBP: The upper value of blood pressure, 

DiastolicBP: Low blood pressure value, 

BS: Breathing speed value, 

BodyTemp: Pregnant woman's body temperature, 

HeartRate: Heart rate, 

Risk Level (Classes): “high risk”, “middle risk” and “low 
risk”. 

Data preprocessing steps were applied before the data 
in the dataset was classified. In this way, more successful 
results were obtained in machine learning methods. The 
most basic data preprocessing step applied at this stage is 
the data standardization step. 

Application Results 
Decision Tree, LightGBMClassifier, CatBoost, 

Random Forest, Gradient Boosting Machines, and KNN 
classifiers were used to classify the data in the dataset 
consisting of six different features obtained to assess 
maternal health risk. 80% of the maternal health risk 
dataset was reserved for train and 20% for testing. The 
confusion matrix and accuracy ratio of the dataset 
classified in six different classifiers were extracted. In the 
paper, various parameters were employed to evaluate 
how well the models performed [14,15]. 

 The first model used in the study to predict maternal 
risk health is the Decision Tree. The confusion matrix of 
the Decision Tree method is given in Figure 1. 

 
Figure 1. Confusion Matrix of Decision Tree 

Examining the Decision Tree confusion matrix 
shown in Figure1, an accuracy rate of 89.16% was 
obtained in classifying the test data. The Decision Tree 
classifier predicted 181 correctly and 22 incorrectly out 
of 203 data allocated for testing. The class with the 
lowest performance of the Decision Tree classifier is the 
"mid risk" class. 

 The performance measurement metrics of the 
Decision Tree method are presented in Table 2. 
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Table 2. Decision Tree performance metrics (%). 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 93.61 88.00 98.03 1.96 6.38 12.00 90.72 

Low Risk 88.75 91.02 92.80 7.20 11.25 8.97 90.00 

Mid Risk 86.84 88.00 92.18 7.81 13.15 12.00 87.00 

 

When the performance metrics of the Decision Tree 
classifier are examined, the "high risk" class with the 
highest accuracy rate of 93.62%, and the "mid risk" class 
with the lowest accuracy rate of 86.84%. 

 The confusion matrix of the LightGBM Classifier is 
shown in Figure 2. 

Examining the Light GBM Classifier confusion 
matrix shown in Figure 2, an accuracy rate of 84.24% 
was obtained in classifying test data. The Light GBM 
predicted 171 correctly and 32 incorrectly out of 203 data 
reserved for testing. The class with the lowest 
performance of the Light GBM is the “low risk” class. 

 The performance measurement metrics obtained in 
the Light GBM are presented in Table 3. 

  
Figure 2. Confusion Matrix of Light GBM  

Table 3. Light GBM Classifier performance metrics (%) 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 87.27 83.67 96.10 3.89 12.76 16.32 85.41 

Low Risk 82.50 85.71 88.88 11.11 17.50 14.28 84.07 

Mid Risk 84.21 83.11 90.47 9.52 15.78 16.88 83.66 

When the performance metrics of the Light GBM 
classifier are examined, the "High Risk" class with the 
highest accuracy rate of 87.23%, and the "Low Risk" 
class with the lowest accuracy rate of 82.50%. 

 The confusion matrix obtained in the CatBoost 
classifier is shown in Figure 3. 

Examining the CatBoost confusion matrix shown in 
Figure 3, an accuracy rate of 83.74% was obtained in 
classifying test data. The CatBoost classifier predicted 
170 correct and 33 incorrectly out of 203 test data. The 
class with the lowest performance of the CatBoost 
classifier is the “low risk” class. 

 Table 4 shows the performance measurement 
parameters attained by the CatBoost classifier. 

  
Figure 3. Confusion Matrix of CatBoost  
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Table 4. CatBoost performance metrics (%) 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 87.23 83.67 96.10 3.89 12.76 16.32 85.41 

Low Risk 82.50 85.71 88.88 11.11 17.50 14.28 84.07 

Mid Risk 82.89 89.68 81.81 82.89 17.10 18.18 82.35 

 

When the performance metrics of the CatBoost 
classifier are examined, the “High Risk” class with the 
highest accuracy rate of 87.23%, and the “Low Risk” 
class with the lowest accuracy rate of .82.50%. 

The confusion matrix obtained in the Random Forest 
Classifier is shown in Figure 4. 

Examining the Random Forest confusion matrix 
shown in Figure 4, an accuracy rate of 81.28% was 
obtained in classifying the test data. The Random Forest 
classifier predicted 165 correctly and 38 incorrectly out 
of 203 test data. The class with the lowest performance 
of the Random Forest classifier is the "low risk" class. 

The performance measurement metrics obtained in the 
Random Forest classifier are presented in Table 5. 

  
Figure 4. Confusion Matrix of Random Forest  

Table 5. Random Forest performance metrics (%). 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 85.10 86.95 95.54 4.45 14.89 13.04 86.02 

Low Risk 76.25 85.91 85.60 14.39 23.75 14.08 80.79 

Mid Risk 84.21 74.41 89.74 10.25 15.78 25.58 79.01 

When the performance metrics of the Random Forest 
classifier are examined, the "high risk" class with the 
highest accuracy rate of 85.11%, and the "low risk" class 
with the lowest accuracy rate of .76.25%. 

 The confusion matrix obtained in the Gradient 
Boosting Machines classifier is shown in Figure 5. 

Examining the Gradient Boosting Machines 
confusion matrix shown in Figure 5, an accuracy rate of 
73.89% was obtained in classifying test data. The 
Gradient Boosting Machines classifier predicted 150 
correctly and 53 incorrectly out of 203 test data. The 
class with the lowest performance of the Gradient 
Boosting Machines classifier is the “mid risk” class. 

Table 6 shows the Gradient Boosting Machines 
classifier's performance measuring data. 

 
Figure 5. Confusion Matrix of Gradient Boosting Machines  
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Table 6. Gradient Boosting Machines performance metrics (%). 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 82.97 74.41 89.74 10.25 15.78 25.58 79.01 

Low Risk 73.75 71.95 82.64 17.35 26.25 28.04 72.83 

Mid Risk 68.42 72.22 81.67 18.32 31.57 27.77 70.27 

When the performance metrics of the Gradient 
Boosting Machines classifier are examined, the "high 
risk" class with the highest accuracy rate of 82.98%, and 
the "mid risk" class with the lowest accuracy rate of 
.68.42%. 

The confusion matrix obtained in the KNN classifier is 
shown in Figure 6. 

Examining the KNN confusion matrix shown in 
Figure 6, an accuracy rate of 68.47% was obtained in 
classifying the test data. The KNN classifier predicted 
139 correctly and 64 incorrectly out of 203 test data. The 
class with the lowest performance of the KNN classifier 
is the "mid risk" class. 

The performance measurement metrics obtained in the 
KNN classifier are presented in Table 7. 

 
Figure 6. Confusion Matrix of KNN  

Table 7. KNN performance metrics (%). 

 Accuracy Sensitivity Specificity FPR FDR FNR F1 

High Risk 78.72 80.43 93.63 6.36 21.27 19.56 79.56 

Low Risk 75.00 64.51 81.81 18.18 25.00 35.48 69.36 

Mid Risk 55.26 65.62 75.53 24.46 44.73 34.37 60.00 

When the performance metrics of the KNN classifier 
are examined, the "high risk" class with the highest 
accuracy rate of 78.72%, and the "mid risk" class with 
the lowest accuracy rate of 55.26%. 

Table 8 presents the accuracy results from the six 
classifiers used in the study. 

Table 8. Accuracy rates of classifiers (%) 

Decision Tree Light GBM CatBoost Random Forest Gradient Boosting Machines KNN 

89.16 
 

84.24 
 

83.74 
 

81.28 
 

73.89 
 

68.47 
 

The Decision Tree classifier, which provided the 
highest accuracy, predicted 181 correctly and 22 
incorrectly out of 203 data reserved for testing. When the 
performance metrics of the Decision Tree classifier are 
examined, the "high risk" class with the highest accuracy 

rate of 93.62%, the "low risk" class with an accuracy rate 
of 88.75%, and the "mid risk" class with the lowest 
accuracy rate of .86.84%. 
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The classifier that provides the lowest accuracy is 
KNN. KNN predicted 139 correctly and 64 incorrectly 
out of 203 test data. When the performance metrics of the 
KNN classifier are examined, the "high risk" class with 
the highest accuracy rate of 78.72%, the "low risk" class 
with 75% accuracy, and the "mid risk" class with the 
lowest accuracy rate of .55.26%. 

 Diagnosis and diagnosis of maternal health risk is 
considered very important by experts. Biomedical data 
are essential for experts to identify the disease, ascertain 
at what stage it is, and ascertain the course of treatment. 
The results obtained in the Decision Tree classifier and 
other classifiers are compared in Figure 7. 

 

 
Figure 7. Accuracy rates of classifiers 

 In the classification process of three different 
conditions obtained from the maternal health risk dataset, 
the highest accuracy value was obtained in the Decision 
Tree classifier with a value of 89.16%. This accuracy rate 
was followed by Light GBM classifier at 84.24%, 
CatBoost at 83.74%, Random Forest at 81.28%, Gradient 
Boosting Machines at 73.89% and KNN at 68.47%. 

Conclusions 
There are some risks for the pregnant woman in the 

early stages of pregnancy and the current pregnancy 
process, depending on parameters such as age, number 
of births, birth frequency, socio-economic level, and 
alcohol and tobacco use. Risk factors that constitute 
various diseases such as hypertension, various heart 
diseases, and lung and kidney diseases that the expectant 
mother faces are determined and categorized with the 
help of medical experts. In order to categorize and 
forecast the amount of risk in an existing dataset for early 
identification of symptoms associated with these risk 
factors, various machine learning techniques are applied. 
Therefore, this study, it was aimed to predict maternal 
health risks by using computer-aided classifiers. In the 
proposed model, the Decision Tree classifier has shown 
great success compared to other classifiers. This 
classifier has been compared with other classifiers in the 

literature. 89.16% accuracy value was obtained in the 
proposed Decision Tree classifier. 
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